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Abstract

Video captioning aims to describe the content of videos
using natural language. Although significant progress has
been made, there is still much room to improve the per-
formance for real-world applications, mainly due to the
long-tail words challenge. In this paper, we propose a text
with knowledge graph augmented transformer (TextKG) for
video captioning. Notably, TextKG is a two-stream trans-
former, formed by the external stream and internal stream.
The external stream is designed to absorb additional knowl-
edge, which models the interactions between the additional
knowledge, e.g., pre-built knowledge graph, and the built-
in information of videos, e.g., the salient object regions,
speech transcripts, and video captions, to mitigate the long-
tail words challenge. Meanwhile, the internal stream is de-
signed to exploit the multi-modality information in videos
(e.g., the appearance of video frames, speech transcripts,
and video captions) to ensure the quality of caption results.
In addition, the cross attention mechanism is also used in
between the two streams for sharing information. In this
way, the two streams can help each other for more accurate
results. Extensive experiments conducted on four challeng-
ing video captioning datasets, i.e., YouCookII, ActivityNet
Captions, MSR-VTT, and MSVD, demonstrate that the pro-
posed method performs favorably against the state-of-the-
art methods. Specifically, the proposed TextKG method out-
performs the best published results by improving 18.7% ab-
solute CIDEr scores on the YouCookII dataset.

1. Introduction

Video captioning aims to generate a complete and natu-
ral sentence to describe video content, which attracts much
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attention in recent years. Generally, most existing meth-
ods [21, 38, 41, 58] require a large amount of paired video
and description data for model training. Several datasets,
such as YouCookII [69], and ActivityNet Captions [19] are
constructed to promote the development of video caption-
ing field. Meanwhile, some methods [29, 40, 48, 72] also
use the large-scale narrated video dataset HowTo100M [30]
to pretrain the captioning model to further improve the ac-
curacy.

Although significant progress has been witnessed, it is
still a challenge for video captioning methods to be applied
in real applications, mainly due to the long-tail issues of
words. Most existing methods [29, 40, 48, 72] attempt to
design powerful neural networks, trained on the large-scale
video-text datasets to make the network learn the relations
between video appearances and descriptions. However, it is
pretty tough for the networks to accurately predict the ob-
jects, properties, or behaviors that are infrequently or never
appearing in training data. Some methods [14, 71] attempt
to use knowledge graph to exploit the relations between ob-
jects for long-tail challenge in image or video captioning,
which produces promising results.

In this paper, we present a text with knowledge graph
augmented transformer (TextKG), which integrates addi-
tional knowledge in knowledge graph and exploits the
multi-modality information in videos to mitigate the long-
tail words challenge. TextKG is a two-stream transformer,
formed by the external stream and internal stream. The ex-
ternal stream is used to absorb additional knowledge to help
mitigate long-tail words challenge by modeling the interac-
tions between the additional knowledge in pre-built knowl-
edge graph, and the built-in information of videos, such as
the salient object regions in each frame, speech transcripts,
and video captions. Specifically, the information is first re-
trieved from the pre-built knowledge graphs based on the
detected salient objects. After that, we combine the features
of the retrieved information, the appearance features of de-
tected salient objects, the features of speech transcripts and
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captions, then feed them into the external stream of Tex-
tKG to model the interactions. The internal stream is de-
signed to exploit the multi-modality information in videos,
such as the appearance of video frames, speech transcripts
and video captions, which can ensure the quality of cap-
tion results. To share information between two streams,
the cross attention mechanism is introduced. In this way,
the two streams can obtain the required modal information
from each other for generating more accurate results. The
architecture of the proposed method is shown in Figure 1.

Several experiments conducted on four challenging
datasets, i.e., YouCookII [69], ActivityNet Captions [19],
MSR-VTT [56], and MSVD [3] demonstrate that the pro-
posed method performs favorably against the state-of-the-
art methods. Notably, our TextKG method outperforms the
best published results by improving 18.7% and 3.2% abso-
lute CIDEr scores in the paragraph-level evalution mode on
the YouCookII and Activity-Net Captions datasets.

2. Related Work
Video captioning attracts much attention of researchers
in recent years. The best practice has been achieved by
attention-based methods, which attempts to associate visual
components with sentences in videos. Some of them focus
on designing powerful network architectures. VLM [55]
and VideoBERT [43] take the visual and text modalities
as input, and use a shared transformer to construct a task-
agnostic video-language model. ViLBERT [28] processes
visual and linguistic information separately with two paral-
lel streams, and then use the attention mechanism to model
the interactions between visual and language features. In-
stead of using the separate encoder-decoder architecture,
MART [21] designs a shared encoder-decoder network and
augments it with the memory module. ActBert [72] uses
local regional features to learn better visual-language align-
ment. WLT [35] takes audio features as an additional input,
and uses context fusion to generate multimodal features.

Meanwhile, some methods [10,14,15,62,65,71] focus on
exploiting prior knowledge to provide semantic correlations
and constraints between objects for image or video caption-
ing, producing promising results. ORG-TRL [64] uses the
knowledge information in the language model (BERT) to
provide candidate words for video captioning. In contrast,
we propose a two-stream transformer for video captioning,
with the internal stream used to exploit multi-modality in-
formation in videos, and the external stream used to model
the interactions between the additional knowledge and the
built-in information of videos. These two streams use the
cross-attention mechanism to share information in different
modalities for generating more accurate results.
Vision-and-language representation learning is a hot
topic in recent years. ViLBERT [28], LXMERT [46],
UNITER [6], UNIMO [25] and Unified-VL [68] learn

the representations between image and text, while Univl
[29], VideoBERT [43], ActBERT [72] and MV-GPT [40]
learn the representations between videos and transcripts.
Notably, most of these methods attempt to learn power-
ful vision-and-language representations by pre-training the
models on the large-scale datasets, e.g., Howto100M [31]
and WebVid-2M [1], and then finetune them on downstream
tasks such as video captioning, video-text retrieval and vi-
sual question answering. In contrast, our TextKG method
uses the speech transcripts as the text to model the visual
and linguistic representations and integrate the additional
knowledge in knowledge graph to mitigate long-tail words
challenge in video captioning.
Knowledge graph in NLP. Knowledge graph is an use-
ful tool to indicate the real-world entities and their rela-
tions, which provides rich structured knowledge facts for
language modeling. Large-scale knowledge graphs are used
to train knowledge enhanced language models for various
natural language processing (NLP) tasks. CoLAKE [44]
proposes to inject the knowledge context of an entity, and to
jointly learn the contextualized representation for both lan-
guage and knowledge by a unified structure. ERNIE [63]
enhances BERT architecture to better integrate the knowl-
edge information and textual information. KEPLER [52]
not only improves language models by integrating factual
knowledge, but also generates text-enhanced knowledge
representation. JAKET [59] proposes a joint pre-training
framework to model knowledge graph and language simul-
taneously. Inspired by CoLAKE, our method jointly learns
the representations of vision, language and knowledge, and
enhances the joint visual-language representations by re-
trieving relevant knowledge in knowledge graphs.

3. Our Approach
As mentioned above, our method aims to integrate ad-

ditional knowledge using knowledge graph and exploits the
multi-modality information in videos to mitigate the long-
tail words challenge in the field of video captioning. We de-
sign a text with knowledge graph augmented transformer,
i.e., a two-stream transformer formed by the external and
internal streams. Both streams are constructed by N sets of
alternately stacked self-attention and cross-attention blocks.
Specifically, we first use a detector to generate the salient
object regions in each video frame, and use the automatic
speech recognition (ASR) method [2] to generate the speech
transcripts in videos. After that, the class labels of detected
salient objects are used to retrieve the prior knowledge in
knowledge graphs. Then, the appearance embeddings of de-
tected salient objects and video frames, and embeddings of
retrieved prior knowledge, speech transcripts, and predicted
captions are fed into the two-stream transformer to gener-
ate subsequent words of the predicted captions. The overall
architecture of the proposed TextKG is shown in Figure 1.
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Figure 1. The architecture of our TextKG method, which is formed the external and internal streams. Each stream is stacked with N sets of
multi-modality self-attention and cross-attention modules.The cross attention modules are designed to align tokens in different modalities.

3.1. Two-Stream Transformer

As described above, our two-stream transformer is
formed by the external stream and internal stream. Several
self-attention and cross-attention blocks are interleaved to
construct the two streams.

Let {y1, y2, · · · , yl} be the predicted captions, where
yi is the index of the i-th word in the dictionary,
{p1, p2, · · · , pl} to be the predicted probabilities of words
in the dictionary, where pi is the probability of the i-th
word. The index of the i-th word yi is computed as yi =
argmaxi pi. Meanwhile, let zext

i and zint
i to be the output

probabilities of the external and internal streams of the i-th
word. Thus, we have pi = ω1z

ext
i + ω2z

int
i , where ω1 and

ω2 are the hyperparameters used to balance the outputs of
the two-streams. In this way, yi is computed as

yi = argmaxi(ω1z
ext
i + ω2z

int
i ). (1)

In the following sections, we will describe each module in
our two-stream transformer in more details.
Multi-modality Self-Attention Module. As shown in Fig-
ure 1, we use the self-attention module [49] in both the ex-
ternal and internal streams to model the interactions among
multi-modality information. Specifically, for the external
stream, the concatenation of feature embeddings of de-
tected objects Fr, retrieved prior knowledge Fk, speech
transcripts Fs, and predicted video captions Fc are fed into
the self-attention module to model the interactions, i.e.,
Xext = Concat(Fr,Fk,Fs,Fc). Meanwhile, for the internal
stream, the concatenation of feature embeddings of speech

transcripts Fs, predicted video captions Fc, and video frame
Fv are fed into the self-attention model to exploit the inter-
actions, i.e., Xint = Concat(Fs,Fc,Fv). The self-attention
module computes the interactions as follows,

Φ(Q,K, V ) = softmax(QKT

√
d

+M )V, (2)

where d is the feature dimension of queries Q and keys K.
We have Q = X(·)W

Q, K = X(·)W
K, V = X(·)W

V,
where W Q, W K, and W V are learnable parameters, and
X(·) ∈ {Xext,Xint} are the concatenated feature embeddings
for the external and internal streams, respectively.

Following [21], we introduce a mask matrix M in atten-
tion function (2) of both the external and internal streams
to prevent the model from seeing future words. That is, for
the i-th caption token, we set Mi,j = 0 for j = 1, · · · , i,
and set Mi,j = − inf for j > i. Meanwhile, for the external
stream, we set Mi,j = − inf to prevent the associations be-
tween irrelevant retrieved prior knowledge and the detected
salient object regions.
Multi-modality Cross-Attention Module. Besides self-
attention module, we use the cross-attention module to align
the interactions modeled by both the external and internal
streams. Specifically, we compute the affinity matrix to
guide the alignments between the modeled interactions by
injecting the information. Similar to the self-attention mod-
ule, we also introduce the mask matrix into the attention
function to compute the cross-attention. Intuitively, the re-
trieved prior knowledge should not have direct effect on the
predicted captions, but through the detected salient objects.
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Thus, we set the corresponding elements to − inf to pre-
vent the retrieved prior knowledge directly influencing the
predicted captions.

3.2. Optimization

The cross entropy loss function is used to guide the train-
ing of our TextKG method. Given the ground-truth indices
of previous (i − 1) words and the concatenated of two-
streams Xext and Xint, we can get the predictions of the cur-
rent i-th word. After that, the training loss of our method is
computed as

L = −
∑l

i=1(λ1 log z
ext
i + λ2 log z

int
i ), (3)

where z ext
i and z int

i are the i-th output word of the external
and internal streams, λ1 and λ2 are the preset parameters
used to balance the two streams, and l is the total length of
predicted captions. The Adam optimization algorithm [17]
with an initial learning rate of 1e−4, β1 = 0.9, β2 = 0.999
and L2 weight decay of 0.01 is used to train the model. The
Warmup strategy is adopted in training phase by linearly
increasing the learning rate from 0 to the initial learning rate
for the first 10% of training epochs, and linearly decreasing
to 0 for the remaining 90% of epochs.

3.3. Multimodal Tokens

The appearance embeddings of detected salient objects
and video frames, and embeddings of retrieved prior, speech
transcripts, and predicted captions are fed into the two-
stream transformer to generate subsequent captions after to-
kenization. We will describe the feature extraction and tok-
enization processes of the aforementioned embeddings.
Video tokens encode the appearance and motion informa-
tion of video frames. Specifically, the aligned appearance
and motion features form the video tokens. In each sec-
ond of the video, we sample 2 frames to extract features.
Following [21], we use the “Flatten-673” layer in ResNet-
200 [12] to extract appearance features, and the “global
pool” layer in BN-Inception [16] to extract the motion fea-
tures on the YouCookII [69] and ActivityNet Captions [19]
datasets. Meanwhile, for fair comparison, we use the In-
ceptionResNetV2 [45] and C3D [11] models to extract ap-
pearance and motion features on the MSR-VTT [56] and
MSVD [3] datasets, following the methods [58, 64, 66].
Region tokens are used to describe the visual information
of the detected salient objects. We use the Faster R-CNN
method [37] to extract visual features for detected object
regions, which is pretrained on the Visual Genome dataset
[20], and the Nr detected objects with highest confidence
score in each frame are reserved for video captioning.
Transcript tokens are used to encode the content of speech
transcripts, which contains some key information in videos.
The GloVe model [34] is used to extract features of each
word in transcripts to form the transcript tokens.

Caption tokens encode the information of predicted cap-
tions. Similar to transcript tokens, GloVe [34] is adopted to
extract features of each word in the generated captions.
Knowledge tokens model the content of retrieved knowl-
edge, which is important to mitigate the long-tail words
challenge in video captioning. Our TextKG method uses
a triple structure to encode the retrieved knowledge, formed
by two object items and the relations between them, i.e.,
(αhead, αtail, ρrel), where αhead and αtail are the two nodes in
knowledge graph, and ρrel indicates the edge encoding the
relations between them. For example, αhead =“knife”,
αtail =“hard”, and ρrel =“has property”. For each
detected object αhead, we aim to integrate prior context in-
formation for more accurate caption results. That is, we
use the GloVe model to extract linguistic features of the
node αtail and set the learnable embeddings for the edge ρrel.
After that, we compute the summation of them to get the
knowledge embeddings of the knowledge tokens.

For each detected object, we use its category name to re-
trieve knowledge (i.e., triples containing the category name
of the detected object) from the knowledge graph. Notably,
only a portion of the retrieved knowledge are highly related
to the video. The rests are potentially harmful to the perfor-
mance of caption generation as it may distract the training
and inference and also increase computational cost. For ex-
ample, to generate caption of a cooking tutorial video, the
knowledge “knife - used to -cut” is more useful
rather than “knife - has property - hard”. Be-
cause cutting food may be an important procedure for food
preparation. Thus, we design a primary rank mechanism
to sort the retrieved knowledge based on their semantic
similarity to the video. The cosine similarity between the
emebeddings of knowledge tokens and video transcripts is
computed as the semantic similarity for ranking. The pre-
trained SBERT [36] model is used to extract feature embed-
dings of transcripts. Finally, Nk knowledge items with the
highest similarity scores are reserved for video captioning.

3.4. Knowledge Graphs Construction

As mentioned above, we use the knowledge graph to re-
tain the prior knowledge. The nodes in the graph could cor-
responding to a noun, an adjective, a verb or an adverb,
etc. The edges in the graph are used to encode the rela-
tions between different nodes. Apparently, it is important to
include all key information of videos in knowledge graphs
for accurate caption results. Thus, besides general knowl-
edge graph covering most key knowledge in general scenar-
ios, we also introduce the specific knowledge graph for each
dataset covering the key knowledge in specific scenarios.
General knowledge graph is designed to include most key
information in general scenarios that we are interested, such
as cooking and activity. Specifically, the general knowledge
graph is exported from the public available giant knowledge
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graph ConceptNet [42] by extracting key words1 in Con-
ceptNet with the connected edges and neighboring nodes.
Specific knowledge graph. Besides the general knowledge
graph, we also construct the specific knowledge graph to
cover key information in specific scenarios. We believe that
the speech transcripts of videos contain most of the crucial
information and use the speech transcripts as the source to
construct the specific knowledge graph. We first use the au-
tomatic speech recognition (ASR) model [2] to convert the
speech in all videos to transcripts. After that, we use the
Stanford NLP library2 to analyze the components in each
sentence in transcripts to form a structured grammer tree.
We collect the “adjective and noun”, “noun and noun” and
“adverb and verb” phrases from the grammar trees to con-
struct the specific knowledge graph.

4. Experiments
4.1. Datasets

YoucookII contains 2, 000 long untrimmed videos from 89
cooking recipes, including 1, 333 videos for training, 457
videos for testing. The average length of videos is 5.3 min-
utes and each video is divided into 7.7 video clips on aver-
age with the manually labeled caption sentences.
ActivityNet Captions is a large-scale challenging dataset
for video captioning, with 10, 024 videos for training, 4, 926
for validation, and 5, 044 for testing. The average length of
each video is 2.1 minutes and is divided into 3.65 clips on
average. Each clip is assigned with a manually labeled cap-
tion sentence. Since the testing set is not publicly available,
following MART [21], we split the validation set into two
subsets, i.e., ae-val with 2, 460 videos for validation and ae-
test with 2, 457 videos for testing.
MSR-VTT includes 10, 000 video clips with 15 seconds
on average. Each video clip contains 20 human annotated
captions and the average length of each sentence is 9.28
words. Following [5, 38, 58], 6, 513, 497, and 2, 990 videos
are used for training, validation, and testing, respectively.
MSVD consists of 1970 video clips collected from
YouTube and each clip is approximately 10 seconds long.
Each clip is labeled with 40 sentences. Following [5,38,58],
we split the dataset into 1, 200, 100, and 670 video clips for
training, validation and testing, respectively.

4.2. Evaluation metrics

To compare the performance of the proposed method
with other methods, five model-free automatic evaluation
metrics are used, including BLEU@4 [33] (abbreviated to
B) that are precision-based metric, METEOR [8] (abbrevi-
ated to M) that computes sentence-level scores, CIDEr [50]

1The key words are exported from the speech transcripts and annotated
ground-truth captions in the training sets of the caption datasets.

2https://stanfordnlp.github.io/CoreNLP/

(abbreviated to C) that is consensus-based metric, ROUGE
[26] (abbreviated to R) that uses longest common subse-
quence to compute the similarities between sentences, and
Rep@4 [54] (abbreviated to Rep) that computes the redun-
dancy score for every captions. Lower Rep indicates better
model. The CIDEr score is used as the primary metric in
evaluation. Notably, both micro-level and paragraph-level
evaluation modes are used. The micro-level mode evalu-
ates the predicted captions of each video clip independently,
while the paragraph-level mode considers the relations be-
tween captions of different clips. Following [9, 21], the
paragraph-level evaluation mode is used in the YouCookII
and ActivityNet datasets, which contains multiple clips in
each video.

4.3. Implementation Details

We sample every 2 frames per second in each video and
use the pre-trained models to extract video features. For
the YouCookII and ActivityNet Captions datasets, similar
to [21], the ResNet-200 and BN-Inception models are used
to extract the appearance and motion features, respectively.
Following [58, 64, 66], the InceptionResNetV2 and C3D
models are used to extract the appearance and motion fea-
tures for the MSR-VTT and MSVD dataset, respectively.
Meanwhile, the Faster R-CNN method using ResNet-101
as the backbone is adopted to detect object in each video
frame, which is trained on the Visual Genome dataset [20].
Notably, only Nr = 6 classes of the detected objects with
top scores are used to form region features in each frame.

The caption sentences, speech transcripts, and retrieved
knowledge in knowledge graph are split into individual
words using the NLTK toolkit3, and the GloVe [34] algo-
rithm is used to extract the word embeddings for each word
to construct the transcript, caption, and knowledge tokens.
The dimension of word embeddings is set to 300. The cap-
tions are truncated to 20 words and the maximum text length
of transcripts is set to 300 words. For each detected object,
we retrieve up to Nk = 5 pieces of knowledge items in
knowledge graph depending on the relevant scores.

Notably, the proposed method is implemented using Py-
torch. 3 blocks of multi-modality self-attention and cross-
attention modules are used in the MSR-VTT [56] and
MSVD [3] datasets, and 2 are used in the YouCookII [69]
and ActivityNet Captions [19] datasets, to form the two-
stream transformer, respectively. The feature dimension in
each block is set to 768, and the number of heads in multi-
head architecture is set to 12. The proposed method is
trained using the Adam algorithm [17] with the initial learn-
ing rate of 1e− 4. The batch size in training phase is set to
6. The hyper-parameters ω1, ω2, λ1, and λ2 are set to 0.8,
0.2, 0.5 and 0.5, empirically.

3https://github.com/nltk/nltk
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Method B M C Rep

Van-Trans [70] 7.6 15.7 32.3 7.8
Trans-XL [7] 6.6 14.8 26.4 6.3

Trans-XLRG [22] 6.6 14.7 25.9 6.0
MART [21] 8.0 16.0 35.7 4.4

Van-Trans+COOT [9] 11.1 19.8 55.6 5.7
COOT [9] 11.3 19.9 57.2 6.7
TextKG 14.0 22.1 75.9 2.8
Human - - - 1.0

Table 1. Evaluation results on the YouCookII val subset in the
paragraph-level evaluation mode.

4.4. Comparison to the State of the Art Methods

YouCookII dataset. To validate the effectiveness of
the proposed method, we compare it to the state-of-the-
art (SOTA) methods using the paragraph-level evaluation
mode, reported in Table 1. As shown in Table 1, our TextKG
method achieves the best results on the YouCookII dataset.
Specifically, TextKG improves 18.7% absolute CIDEr score
compared to the SOTA method COOT [9]. COOT [9] fo-
cuses on leveraging the hierarchy information and model-
ing the interactions between different levels granularity and
different modalities, such as frames and words, clip and sen-
tences, and videos and paragraphs, which is pre-trained on
the large-scale HowTo100M [31] dataset. In contrast, our
TextKG method aims to exploit additional knowledge in
knowledge graph and multi-modality information in videos
to improve the caption results.

Beside the paragraph-level evaluation mode, we also re-
port the evaluation results based on the micro-level mode
on the YouCookII dataset in Table 2. As shown in Table 2,
TextKG significantly outperforms other methods, including
Univl [29] and AT [13], both of which use transcript infor-
mation to enhance model performance by directly concate-
nating visual and transcript embedding. We argue that with
the use of knowledge graphs, TextKG gives a better under-
standing of the content included in the speech transcripts
and thus yields favorable results.
ActivityNet Caption dataset. We also evaluate our Tex-
tKG method on the challenging ActivityNet Caption dataset
in Table 3. As shown in Table 3, TextKG achieves the best
results on 3 out of 4 metrics, i.e., BLEU, METOR, and
CIDEr. The ActivityNet Caption dataset [19] contains a
series of complex events with annotated caption sentences
describing the events that occur. These events may occur
over various periods of time and may co-occur. In con-
trast to existing methods [5, 38, 58, 66], our TextKG under-
stands complex events more comprehensively with the help
of exploiting information from transcripts and integrating
the relevant knowledge in knowledge graph to enhance the
common-sense information for video captioning.
MSR-VTT dataset. The evaluation results on the MSR-

Method Input B M R C
Masked Trans [70] V 3.8 11.6 27.4 38

S3D [53] V 3.2 9.5 26.1 31
VideoAsMT [18] V 5.3 13.4 - -
SwinBERT [27] V 9 15.6 37.3 109
VideoBERT [43] V 4.0 11.0 27.5 49

VideoBERT+S3D [43] V 4.3 11.9 28.8 50
ActBERT [72] V 5.4 14.3 30.6 65

AT [13] V+S 9.0 17.8 36.7 112
DPC [41] V+S 2.8 18.1 - -

VALUE [24] V+S 12.4 18.8 40.4 130
Univl [29] V+S 9.5 16.3 37.4 115

MV-GPT [40] V+S 13.3 17.6 35.5 103
TextKG V+S 11.7 18.4 40.2 133

Table 2. Evaluation results on the YouCookII val subset in the
micro-level evaluation mode. ‘V’ indicates the methods use video
appearance information, and ‘S’ indicates the methods use the
speech information.

Method B M C Rep

HSE [60] 9.8 13.8 18.8 13.2
GVD [67] 11.0 15.7 22.0 8.8

GVDsup [67] 11.3 16.4 22.9 7.0
Van-Trans [70] 9.8 15.6 22.2 7.8
Trans-XL [7] 10.4 15.1 21.7 8.5

Trans-XLRG [22] 10.2 14.8 20.4 8.9
MART [21] 10.3 15.7 23.4 5.2

TextKG 11.3 16.5 26.6 6.3

Table 3. Evaluation results on the Activity-Net Captions ae-val
subset in the paragraph-level evaluation mode.

VTT dataset are reported in Table 4. For the fair compari-
son, we use the same visual features as the existing meth-
ods [5, 58, 64, 66]. In contrast to existing methods focus-
ing on network architecture design to exploit visual infor-
mation, our TextKG aims to exploit mutli-modality infor-
mation in external knowledge graph and original videos,
achieving the state-of-the-art performance on 3 out of 4
metrics, i.e., BLEU, METEOR, and CIDEr.

Meanwhile, we also compare the TextKG method to
the SOTA methods focusing on multi-modality pretrain-
ing models in Table 5. As shown in Table 5, our Tex-
tKG method performs favorably against existing methods,
such as DECEM [48], UniVL [29] and MV-GPT [40], that
are pretrained on the large-scale datasets (e.g., Howto100M
[31]), i.e., improve 0.7 absolute CIDEr score compare to the
SOTA method LAVENDER [23].
MSVD dataset. We also evaluate the proposed TextKG
method on the MSVD dataset [3] that doesn’t have speech
and repoprt the results in Table 6. As shown in Table 6, our
TextKG achieves the best results without speech transcripts
by improving 1.2% and 3.8% CIDEr scores compared to
the SOTA method HMN [58] and the JCRR method [14]
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Method B M R C
OA-BTG [61] 41.4 28.2 - 46.9
POS-CG [51] 42 28.2 61.6 48.7

MGSA [4] 42.4 27.6 - 47.5
STG-KD [32] 40.5 28.3 60.9 47.1

ORG-TRL [64] 43.6 28.8 62.1 50.9
SGN [38] 40.8 28.3 60.8 49.5

MGRMP [5] 41.7 28.9 62.1 51.4
HMN [58] 43.5 29 62.7 51.5

TextKG 43.7 29.6 62.4 52.4

Table 4. Evaluation results on the MSR-VTT test subset in the
micro-level evaluation mode.

Method Input Features B M R C
SWINBERT [27] V VidSwin 45.4 30.6 64.1 55.9

CLIP4C [47] V CLIP 46.1 30.7 63.7 57.7
CMVC [57] V CLIP 48.2 31.3 64.8 58.7

LAVENDER [23] V VidSwin - - - 60.1
DeCEM [48] V+S BERT 45.2 29.7 64.7 52.3
UniVL [29] V+S S3D 41.8 28.9 60.8 50.0

MV-GPT [40] V+S ViViT 48.9∗ 38.7∗ 64.0 60.0
TextKG (CLIP) V+S CLIP 46.6 30.5 64.8 60.8

Table 5. Comparison to the methods focusing on model pretrain-
ing on the MSR-VTT dataset in the micro-level evaluation mode.
Notably, following CLIP4C, we use the pre-trained CLIP model
on LAION-400M [39] to extract video appearance features. ∗ The
authors use a different library to compute BLEU and METOR.
Thus, the results on BLEU and METOR are not directly compara-
ble to other methods.

Method B M R C
OA-BTG [61] 56.9 36.2 - 90.6
POS-CG [51] 52.5 34.1 71.3 88.7

MGSA [4] 53.4 35 - 86.7
STG-KD [32] 52.2 36.9 73.9 93.0

ORG-TRL [64] 54.3 36.4 73.9 95.2
SGN [38] 52.8 35.5 72.9 94.3

MGRMP [5] 55.8 36.9 74.5 98.5
JCRR [14] 57.0 36.8 - 96.8
HMN [58] 59.2 37.7 75.1 104.0

TextKG 60.8 38.5 75.1 105.2

Table 6. Evaluation results on the MSVD test subset in the micro-
level evaluation mode.

exploiting knowledge graph to model the relations between
objects, demonstrating the effectiveness of the knowledge
graph usage in our method for video captioning.

4.5. Ablation study

Influence of different modules. To validate the effec-
tiveness of different modules in TextKG, we conduct sev-
eral experiments on the YouCookII dataset in Table 7. As

V-F R-F Text G-KG S-KG K-S B M C Rep
✓ 7.4 15.7 32.1 4.1
✓ ✓ 9.5 17.7 45.9 5.2
✓ ✓ ✓ ✓ 9.7 17.8 48.9 4.2
✓ ✓ ✓ ✓ 9.7 18.0 48.5 3.3
✓ ✓ ✓ ✓ ✓ 9.6 17.7 49.8 5.5
✓ ✓ 13.0 21.2 62.5 2.7
✓ ✓ ✓ 13.9 22.1 71.3 2.9
✓ ✓ ✓ ✓ ✓ 13.7 22.0 73.5 2.0
✓ ✓ ✓ ✓ ✓ 13.5 21.9 74.8 2.1
✓ ✓ ✓ ✓ ✓ 13.7 21.8 72.0 2.8
✓ ✓ ✓ ✓ ✓ ✓ 14.0 22.1 75.9 2.8

Table 7. Ablation study on the YouCookII val subset in the
paragraph-level evaluation mode. “V-F” and “R-F” indicate
the video and region features, “Text” indicates the speech tran-
scripts features, “G-KG” and “S-KG” indicate general and spe-
cific knowledge graph, and “K-S” indicates the knowledge selec-
tion mechanism.

shown in Table 7, the baseline method considers the infor-
mation of video features and predicted captions, achieving
32.1 CIDEr score. After integrating the speech transcripts,
the CIDEr score is improved to 62.5, which ensures the
key information of videos is considered in generating video
captions. After integrating the region features, TextKG
achieves 71.3 CIDEr score. The CIDEr score can be further
improved 4.6 CIDEr score to 75.9 by exploiting additional
knowledge in knowledge graph. Notably, even without the
information of speech transcripts, the knowledge graphs are
still crucial for video captioning, i.e., improving 3.9 CIDEr
score (49.8 vs. 45.9). Meanwhile, we also demonstrate the
effectiveness of knowledge selection mechanism in Table
7. As shown in Table 7, without the knowledge selection
mechanism, the CIDEr score significantly drops 3.9 to 72.0.
We believe that the noisy knowledge is harmful to the accu-
racy of video captions.
Influence of transcript quality. To explore the effect of
transcript quality on the knowledge graph, we add some
noises to the speech transcripts (i.e., mask some amount
of speech transcripts) and evaluate the performance of our
models on the YouCookII dataset in Figure 3. We find that
the method using both the general and specific knowledge
graphs performs favorable against other methods with dif-
ferent degrees of masked speech transcripts. Meanwhile, as
the amount of masked speech transcripts increasing, the ac-
curacy of the method using specific knowledge graph drops
sharply, while the accuracy of the method using general
knowledge graph drops at a much slower pace. The afore-
mentioned results demonstrate the importance of general
knowledge graph for the video captioning task.

4.6. Qualitative Results

We present the qualitative results of the proposed method
on the YouCookII dataset in Figure 2, including the key
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Text: sesame oil egg yolk salt digital black pepper all purpose flour and corn starch
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Figure 2. Qualitative results of the proposed method on the YouCookII dataset. The information in the speech transcripts and knowledge
graph is not considered in the baseline.
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Figure 3. Influence of the transcripts qualities. “w/o KG” indicates
that the method does not use the general and specific knowledge
graphs. “with G-KG” and “with S-KG” indicate that only the gen-
eral and specific knowledge graphs are used, respectively. “with
G- and S-KG” indicates that both the general and specific knowl-
edge graphs are used. The CIDEr differences between the “with
G-KG”, “with S-KG”, “with G- and S-KG” methods and the “w/o
KG” method are shown at the bottom corner.

frames, detected salient objects, speech transcripts, re-
trieved knowledge items, caption results predicted by our
model, ground-truth captions, and key words distributions
in the training set. As shown in Figure 2, we observe that
the transcript contains key information in the video, e.g.,
egg, salt, pepper, com starch and flour, to ensure the qual-

ity of the generated video captions. However, the model
with only the speech transcripts fails to predict the long-
tail phrases, such as sesame oil and black pepper. With
the help of knowledge graph providing the relations among
these phrases, e.g., sesame oil, black pepper and corn starch,
our TextKG model can predict the phrases more accurately.
This indicates that the knowledge graph is crucial to miti-
gate the long-tail word challenges in video captioning.

5. Conclusion

In this paper, we present a text with knowledge graph
augmented transformer for video captioning, which aims to
integrate external knowledge in knowledge graph and ex-
ploit the multi-modality information in video to mitigate
long-tail words challenge. Externsive experiments con-
ducted on four challenging datasets demonstrate the effec-
tiveness of the proposed method.

In the future, we plan to improve the proposed method
in two directions, i.e., (1) optimizing the knowledge re-
trieve strategy by considering semantic context information
of detected objects and corresponding actions in videos; (2)
constructing multi-modal knowledge graph (e.g., the nodes
in knowledge graph formed by text, speech, and images or
videos) to improve the accuracy of video captioning.
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Buc, Emily B. Fox, and Roman Garnett, editors, Advances in
Neural Information Processing Systems, pages 13–23, 2019.
2

[29] Huaishao Luo, Lei Ji, Botian Shi, Haoyang Huang, Nan
Duan, Tianrui Li, Xilin Chen, and Ming Zhou. Uni-
vilm: A unified video and language pre-training model
for multimodal understanding and generation. CoRR,
abs/2002.06353, 2020. 1, 2, 6, 7

[30] Antoine Miech, Dimitri Zhukov, Jean-Baptiste Alayrac,
Makarand Tapaswi, Ivan Laptev, and Josef Sivic.
HowTo100M: Learning a text-video embedding by watching
hundred million narrated video clips. In IEEE/CVF Interna-
tional Conference on Computer Vision, pages 2630–2640,
2019. 1

[31] Antoine Miech, Dimitri Zhukov, Jean-Baptiste Alayrac,
Makarand Tapaswi, Ivan Laptev, and Josef Sivic.
Howto100m: Learning a text-video embedding by watching
hundred million narrated video clips. In IEEE/CVF Interna-
tional Conference on Computer Vision, pages 2630–2640,
2019. 2, 6

[32] Boxiao Pan, Haoye Cai, De-An Huang, Kuan-Hui Lee,
Adrien Gaidon, Ehsan Adeli, and Juan Carlos Niebles.
Spatio-temporal graph for video captioning with knowledge
distillation. In IEEE/CVF Conference on Computer Vision
and Pattern Recognition, pages 10867–10876, 2020. 7

[33] Kishore Papineni, Salim Roukos, Todd Ward, and Wei-Jing
Zhu. Bleu: a method for automatic evaluation of machine
translation. In Annual Meeting of the Association for Com-
putational Linguistics, pages 311–318, 2002. 5

[34] Jeffrey Pennington, Richard Socher, and Christopher D.
Manning. Glove: Global vectors for word representation.
In Conference on Empirical Methods in Natural Language
Processing, pages 1532–1543, 2014. 4, 5

[35] Tanzila Rahman, Bicheng Xu, and Leonid Sigal. Watch,
listen and tell: Multi-modal weakly supervised dense event
captioning. In IEEE/CVF International Conference on Com-
puter Vision, pages 8907–8916, 2019. 2

[36] Nils Reimers and Iryna Gurevych. Sentence-bert: Sentence
embeddings using siamese bert-networks. In Kentaro Inui,
Jing Jiang, Vincent Ng, and Xiaojun Wan, editors, EMNLP-
IJCNLP, pages 3980–3990, 2019. 4

[37] Shaoqing Ren, Kaiming He, Ross B. Girshick, and Jian Sun.
Faster R-CNN: towards real-time object detection with re-
gion proposal networks. pages 1137–1149, 2017. 4

[38] Hobin Ryu, Sunghun Kang, Haeyong Kang, and Chang D.
Yoo. Semantic grouping network for video captioning. In
Association for the Advancement of Artificial Intelligence,
pages 2514–2522, 2021. 1, 5, 6, 7

[39] Christoph Schuhmann, Richard Vencu, Romain Beaumont,
Robert Kaczmarczyk, Clayton Mullis, Aarush Katta, Theo
Coombes, Jenia Jitsev, and Aran Komatsuzaki. LAION-
400M: open dataset of clip-filtered 400 million image-text
pairs. CoRR, 2021. 7

[40] Paul Hongsuck Seo, Arsha Nagrani, Anurag Arnab, and
Cordelia Schmid. End-to-end generative pretraining for mul-
timodal video captioning. In IEEE/CVF Conference on Com-
puter Vision and Pattern Recognition, pages 17938–17947,
2022. 1, 2, 6, 7

[41] Botian Shi, Lei Ji, Yaobo Liang, Nan Duan, Peng Chen,
Zhendong Niu, and Ming Zhou. Dense procedure caption-
ing in narrated instructional videos. In Annual Meeting of
the Association for Computational Linguistics, pages 6382–
6391, 2019. 1, 6

[42] Robyn Speer, Joshua Chin, and Catherine Havasi. Concept-
net 5.5: An open multilingual graph of general knowledge.
In Association for the Advancement of Artificial Intelligence,
pages 4444–4451, 2017. 5

[43] Chen Sun, Austin Myers, Carl Vondrick, Kevin Murphy,
and Cordelia Schmid. Videobert: A joint model for video
and language representation learning. In IEEE/CVF Inter-
national Conference on Computer Vision, pages 7463–7472,
2019. 2, 6

[44] Tianxiang Sun, Yunfan Shao, Xipeng Qiu, Qipeng Guo, Yaru
Hu, Xuanjing Huang, and Zheng Zhang. Colake: Con-
textualized language and knowledge embedding. In Inter-
national Conference on Computational Linguistics, pages
3660–3670, 2020. 2

[45] Christian Szegedy, Sergey Ioffe, Vincent Vanhoucke, and
Alexander A. Alemi. Inception-v4, inception-resnet and the
impact of residual connections on learning. In Satinder Singh
and Shaul Markovitch, editors, Association for the Advance-
ment of Artificial Intelligence, 2017. 4

[46] Hao Tan and Mohit Bansal. LXMERT: learning cross-
modality encoder representations from transformers. In Ken-
taro Inui, Jing Jiang, Vincent Ng, and Xiaojun Wan, editors,
EMNLP-IJCNLP, pages 5099–5110, 2019. 2

[47] Mingkang Tang, Zhanyu Wang, Zhenhua Liu, Fengyun Rao,
Dian Li, and Xiu Li. Clip4caption: CLIP for video cap-
tion. In ACM International Conference on Multimedia, pages
4858–4862, 2021. 7

[48] Zineng Tang, Jie Lei, and Mohit Bansal. Decembert: Learn-
ing from noisy instructional videos via dense captions and
entropy minimization. In Conference of the North American
Chapter of the Association for Computational Linguistics,
pages 2415–2426, 2021. 1, 6, 7

[49] Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszko-
reit, Llion Jones, Aidan N. Gomez, Lukasz Kaiser, and Illia
Polosukhin. Attention is all you need. In Isabelle Guyon,
Ulrike von Luxburg, Samy Bengio, Hanna M. Wallach, Rob
Fergus, S. V. N. Vishwanathan, and Roman Garnett, editors,
Advances in Neural Information Processing Systems, pages
5998–6008, 2017. 3

[50] Ramakrishna Vedantam, C. Lawrence Zitnick, and Devi
Parikh. Cider: Consensus-based image description evalu-
ation. In IEEE/CVF Conference on Computer Vision and
Pattern Recognition, pages 4566–4575, 2015. 5

18950



[51] Bairui Wang, Lin Ma, Wei Zhang, Wenhao Jiang, Jingwen
Wang, and Wei Liu. Controllable video captioning with
POS sequence guidance based on gated fusion network. In
IEEE/CVF International Conference on Computer Vision,
pages 2641–2650, 2019. 7

[52] Xiaozhi Wang, Tianyu Gao, Zhaocheng Zhu, Zhengyan
Zhang, Zhiyuan Liu, Juanzi Li, and Jian Tang. KEPLER:
A unified model for knowledge embedding and pre-trained
language representation. Transactions of the Association for
Computational Linguistics, 9:176–194, 2021. 2

[53] Saining Xie, Chen Sun, Jonathan Huang, Zhuowen Tu, and
Kevin Murphy. Rethinking spatiotemporal feature learning
for video understanding. CoRR, abs/1712.04851, 2017. 6

[54] Yilei Xiong, Bo Dai, and Dahua Lin. Move forward and tell:
A progressive generator of video descriptions. In European
Conference on Computer Vision, pages 468–483, 2018. 5

[55] Hu Xu, Gargi Ghosh, Po-Yao Huang, Prahal Arora,
Masoumeh Aminzadeh, Christoph Feichtenhofer, Florian
Metze, and Luke Zettlemoyer. VLM: task-agnostic video-
language model pre-training for video understanding. In
Findings of the Association for Computational Linguistics,
pages 4227–4239, 2021. 2

[56] Jun Xu, Tao Mei, Ting Yao, and Yong Rui. MSR-VTT: A
large video description dataset for bridging video and lan-
guage. In IEEE/CVF Conference on Computer Vision and
Pattern Recognition, pages 5288–5296, 2016. 2, 4, 5

[57] Bang Yang, Tong Zhang, and Yuexian Zou. CLIP meets
video captioning: Concept-aware representation learning
does matter. In Pattern Recognition and Computer Vision
- 5th Chinese Conference, PRCV 2022, Shenzhen, China,
November 4-7, 2022, Proceedings, Part I, 2022. 7

[58] Hanhua Ye, Guorong Li, Yuankai Qi, Shuhui Wang, Qing-
ming Huang, and Ming-Hsuan Yang. Hierarchical modular
network for video captioning. pages 17939–17948, 2022. 1,
4, 5, 6, 7

[59] Donghan Yu, Chenguang Zhu, Yiming Yang, and Michael
Zeng. JAKET: joint pre-training of knowledge graph and
language understanding. In Association for the Advancement
of Artificial Intelligence, pages 11630–11638, 2022. 2

[60] Bowen Zhang, Hexiang Hu, and Fei Sha. Cross-modal and
hierarchical modeling of video and text. In European Con-
ference on Computer Vision, pages 385–401, 2018. 6

[61] Junchao Zhang and Yuxin Peng. Object-aware aggrega-
tion with bidirectional temporal graph for video captioning.
In IEEE/CVF Conference on Computer Vision and Pattern
Recognition, pages 8327–8336, 2019. 7

[62] Yu Zhang, Xinyu Shi, Siya Mi, and Xu Yang. Image caption-
ing with transformer and knowledge graph. Pattern Recog-
nition Letters, 143:43–49, 2021. 2

[63] Zhengyan Zhang, Xu Han, Zhiyuan Liu, Xin Jiang, Maosong
Sun, and Qun Liu. ERNIE: enhanced language representa-
tion with informative entities. In Annual Meeting of the As-
sociation for Computational Linguistics, pages 1441–1451,
2019. 2

[64] Ziqi Zhang, Yaya Shi, Chunfeng Yuan, Bing Li, Peijin Wang,
Weiming Hu, and Zheng-Jun Zha. Object relational graph
with teacher-recommended learning for video captioning.

In IEEE/CVF Conference on Computer Vision and Pattern
Recognition, pages 13275–13285, 2020. 2, 4, 5, 6, 7

[65] Wentian Zhao, Yao Hu, Heda Wang, Xinxiao Wu, and Jiebo
Luo. Boosting entity-aware image captioning with multi-
modal knowledge graph. CoRR, 2021. 2

[66] Qi Zheng, Chaoyue Wang, and Dacheng Tao. Syntax-aware
action targeting for video captioning. In IEEE/CVF Con-
ference on Computer Vision and Pattern Recognition, pages
13093–13102, 2020. 4, 5, 6

[67] Luowei Zhou, Yannis Kalantidis, Xinlei Chen, Jason J.
Corso, and Marcus Rohrbach. Grounded video description.
In IEEE/CVF Conference on Computer Vision and Pattern
Recognition, pages 6578–6587, 2019. 6

[68] Luowei Zhou, Hamid Palangi, Lei Zhang, Houdong Hu, Ja-
son J. Corso, and Jianfeng Gao. Unified vision-language
pre-training for image captioning and VQA. In Association
for the Advancement of Artificial Intelligence, pages 13041–
13049, 2020. 2

[69] Luowei Zhou, Chenliang Xu, and Jason J. Corso. To-
wards automatic learning of procedures from web instruc-
tional videos. In Association for the Advancement of Artifi-
cial Intelligence, pages 7590–7598, 2018. 1, 2, 4, 5

[70] Luowei Zhou, Yingbo Zhou, Jason J. Corso, Richard Socher,
and Caiming Xiong. End-to-end dense video captioning with
masked transformer. In IEEE/CVF Conference on Computer
Vision and Pattern Recognition, pages 8739–8748, 2018. 6

[71] Yimin Zhou, Yiwei Sun, and Vasant G. Honavar. Improv-
ing image captioning by leveraging knowledge graphs. In
IEEE Winter Conference on Applications of Computer Vi-
sion, pages 283–293, 2019. 1, 2

[72] Linchao Zhu and Yi Yang. Actbert: Learning global-
local video-text representations. In IEEE/CVF Conference
on Computer Vision and Pattern Recognition, pages 8743–
8752, 2020. 1, 2, 6

18951


